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Abstract- Social media and online communities struggle 

to deal with increasing hate speech, abuse, and 

cyberbullying, toxic text detection has become a crucial 

Natural language processing challenge. In this paper, we 

propose and compare two deep learning models for 

better text toxicity detection: Long Short-Term Memory 

(LSTM) and Bi-Directional Gated Recurrent Unit 

(GRU) neural networks, along with GloVe and FastText 

embeddings. We also implemented ensemble techniques 

on the two top performing models. We evaluated the 

performance of our proposed models on the widely used 

dataset, the Jigsaw Toxic Comment Classification 

Challenge. We achieved an accuracy of 92.41% after 

combining both Bi-GRU with GloVe embeddings and 

Bi-GRU with FastText embeddings using model 

averaging ensemble techniques. We also encountered 

some research gaps while training the models: Biases 

affecting the models out of which algorithmic bias has a 

strong influence on what is considered abuse or slurs and 

even making inaccurate and unfair predictions, another 

gap is the lack of proper training data affecting the 

detection of toxicity in conversations where the language 

is dynamic and changing. We proposed four research 

questions based on the identified gaps and tried to 

answer them with experimentation and literature 

review.  

 

Index Terms: Bi-GRU, Classification, Deep Learning, 

FastText, GloVe, LSTM, NLP, Toxicity  

 

1. INTRODUCTION 

 

Microblogging websites today offer an open and 

public space for people to express their ideas and 

opinions, but the sheer volume of posts, comments 

and messages shared makes it almost impossible to 

control the content being uploaded. Furthermore, 

because of the broad range of cultures, customs, and 

beliefs many people tend to use aggressive and hateful 

language while conversing with those who do not 

share the same backgrounds. While such hostility may 

seem normal, it in fact has an insidious influence on 

our mental health and in extreme cases incites acts of 

riots and terrorism [12]. A rise in hate speech on social 

media correlates to an increase in crimes against 

minorities in the real world, according to a study by 

Cardiff University. Former Facebook product 

manager Frances Haugen alleged in testimony before 

a Senate Commerce Committee in October 2021 that 

Facebook was fully aware social media was harming 

people's mental health and that the spread of 

misleading information was having an impact on 

society (Bartz, 2022) [45]. Platforms such as Twitter 

have struggled to effectively facilitate dialogues.  

According to statistics, in 2016 anywhere from 9% 

and 25% of people on Instagram claim to have 

experienced bullying, with the issue being much more 

prevalent on Twitter and Facebook [12]. As a result, 

many communities have started to restrict or 

completely disable user comments [48]. It is 

important to be able to protect online communities 

and conversation threads from turning hostile. 

Therefore, we see it as a necessity to be able to 

identify such speech and censor any information that 

contains toxic words or phrases. 

 

Though Internet content has now evolved into formats 

that did not exist before such as GIFs, Infographics, 

and carousel posts, most of the content is text-based. 

Projections from IDC show that 80% of worldwide 

data will be unstructured data by 2025 typically text-

heavy and not following a predefined data model [67]. 

Natural Language Processing (NLP) transforms such 

unstructured data into usable formats. NLP provides 

the context to analyze and better manage such data. It 

has become an essential tool for detecting abusive, 

disrespectful, and hateful words on social media. 

Finally leading to better content moderation through 

early detection of hate and abuse online.[3] NLP is 



© June 2023| IJIRT | Volume 10 Issue 1 | ISSN: 2349-6002 

IJIRT 160891        INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 1494 

important because it works to resolve ambiguity in 

language and adds useful analytical structure to the 

data. Existing work in this area has approached the 

problem of detecting toxic speech as a classification 

task. 

 

In the age of technology and the Internet, online 

conversation quality is vital. Focusing on constructive 

feedback and being able to classify it distinct from 

online hate raises the standard of online discourse and 

educates users. Additionally, there are an increasing 

number of comments that are so poisonous that they 

must be completely disabled. As a result, filtering 

harmful comments based on their severity enhances 

online dialogues [24]. 

 

While traditional machine learning methods have 

achieved notable accomplishments in knowledge 

discovery, they may prove inadequate in achieving 

satisfactory performance when confronted with 

intricate data types, such as imbalanced datasets, high-

dimensional data, or data with a high level of noise. 

The reason behind this is that it is difficult for these 

methods to capture multiple characteristics and 

underlying structure of data [62]. Hence, ensemble 

frameworks are being used to effectively manage the 

efficiency and performance of the model. Ensemble 

method is a technique in which multiple models are 

being created and then combined to produce improved 

results. More accurate solutions are usually produced 

with the help of ensemble methods than a single 

model would. This has been the case in several 

machine learning competitions, where the winning 

solutions used ensemble methods [63]. 

 

The aim of our research paper is to build and evaluate 

a toxic speech classifier using NLP and deep learning 

approaches: LSTM with GloVe embeddings and Bi-

GRU with GloVe and Bi-GRU with FastText 

embeddings and finally applying ensemble technique 

on the best two performing models using model 

averaging to improve the performance of the models. 

We then identified some research gaps like biases 

affecting the performance of the models and various 

methods to mitigate the biases. We have attempted to 

answer the four research questions proposed in 

Section __. We have implemented and evaluated the 

ability of various relevant NLP techniques to classify 

and detect toxicity efficiently. Our analysis classifies 

the comments to a conversation to determine whether 

it belongs to any of the various types of toxic classes 

such as, obscene, identity hate, threats, toxic, insults, 

or severe toxic. The input to our proposed model is 

using a dataset of conversational comments from the 

largest online encyclopedia, Wikipedia. 

 

The remaining paper is divided into following 

sections. Section 2 discusses the related work in the 

field of NLP and deep learning approaches to detect 

toxicity. Section 3 proposes the research questions to 

be answered. Section 4 presents the proposed 

methodology being used to answer the proposed 

research questions, the dataset used and the proposed 

algorithms. Section 5 is devoted to the results of the 

experimentation done for RQ1 and RQ2. Section 6 is 

a discussion in which the answers to RQ3 and RQ4 

are being discussed. Section 7 and 8 concludes the 

paper as well as proposes the future work which can 

be done to take our research further. 

 

2. LITERATURE REVIEW 

 

We have reviewed 66 papers in total to get a better 

understanding of the topic and the methods and 

models used to detect the toxicity of comments.  

 

Detecting toxic comments and controlling them is a 

major and difficult task. The existing work has 

implemented the NLP, ML as well as DNN 

approaches with various transformers, embeddings 

and almost every possible combination of models and 

transformers.  Hate speech is a particular form of 

offensive language where the person using it is basing 

his opinion either on segregate, racist or extremist 

background or on stereotypes. With the help of 

various newly proposed approaches, the classification 

of toxicity in comments has been an important 

research field. The research and analysis of the paper 

[2] provided a novel usage of the NLP approach to 

classify the type of toxicity in comments such as 

obscene, identity hate, threat, toxic, insult, and 

severely toxic by using the LSTM model which gave 

an accuracy of 94%.   

 

Kohli, M., Kuehler, E., & Palowitch, J. [23] examined 

the approaches to classify online abuse using deep 

learning approaches by building RNN models and 

introducing variants of existing models based on TF-
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IDF sentence vectors that performed well. The authors 

trained their own GloVe model. Alshamrani, S. et. al. 

[9] studied various toxic behaviours such as hate and 

obscenity from various news topics posted on 

mainstream media and news channels on youtube. 

Zhao, Z., Zhang, Z., & Hopfgartner, F. [13] carried 

out a learning curve analysis to perform a comparative 

study between CNN, SVM and LSTM amongst which 

in terms of F1 score CNN outperformed whereas 

SVM outperformed in terms of Precision. 

 

Another interesting approach was taken by Jain, S., 

Kaushik, G., Prabhu, P., & Godbole, A. [5] in which 

a euphemistic substitution approach was developed by 

using NLP and ML to detect toxic texts and provide a 

polite substitute to replace the toxicity. In fact, C. 

Cross, S. Munukutla, and T. S. Yong [15] built a 

censorship filter at Stanford in 2019 utilizing CNN-

LSTM Model trained on the Sina Weibo dataset.  

 

The research done in paper [4] examined current 

popular transformer models and examined the effects 

of various pre-processing methods and text 

representations, such as the standard TD-IDF and pre-

trained word embeddings. The Kaggle toxic comment 

classification dataset was utilised for experiments, and 

the best-performing model was compared with related 

techniques using common metrics for data analysis. 

The bare BERT model outperformed amongst all the 

other models with an average accuracy of 97.41%. 

The paper [14] aims to filter out toxicity from social 

media by text mining and making use of deep learning 

models constructed using LSTM neural networks. The 

model classifies a given sentence as toxic or non-toxic 

and also gives the percentage of toxicity or non-

toxicity of the given sentence.  

 

Detecting toxicity can be biased by various factors 

which many researchers pointed out in their research 

work. To understand the differences in conceptions of 

offense between men and women the authors Reuben 

Binns, Michael Veale, Max Van Kleek and Nigel 

Shadbolt [6] provided some exploratory methods and 

found that female annotators were less likely to agree 

with each other’s offense scores than males. The 

authors of [8] proposed a methodology able to detect 

the toxicity of a comment based on the text as well as 

the emojis within that comment. The GloVe which is 

an open-source text-based toxicity detector was used 

which converts input text into vectors and then trains 

a bidirectional Long Short-Term Memory model (bi 

LSTM). In this work [3] the authors investigated the 

context of abusive language detection on Twitter and 

thus recommended that the context of the messages 

should also be provided to the annotators which would 

have a positive impact on the implementation of 

classification systems.  

 

The authors of [7] combined two new datasets- 

ALONE- based on youth’s toxic conversations and 

HASOC'20, and carried out preprocessing and ML 

algorithms, among which LR and XGBoost 

outperformed, and carried out DNN, among which 

CNN gave the best results. The paper [10] aims to 

employ several deep-learning architectures for 

estimating the toxicity of Georgian comments, among 

which CNN (88.8%) and bi-Bi-GRU-CNN (88.6%) 

outperformed. An unsupervised method was applied 

in another paper [11] called the Local Interpretable 

Model-Agnostic Explanations (LIME) with LSTM 

(GloVe) classifier to test toxic spans. The models 

were evaluated using the F1 score, accuracy, 

precision, and recall.  

 

According to the authors Aggarwal and Zhai, 2012; 

Xia et al., 2011, ensemble methods for text 

classification, such as 2546 stacking and bagging, are 

commonly used approaches. In social media, simple 

but effective ensemble approaches have been used for 

the sentiment classification of Tweets [64]. The use of 

numerous models combined into one is known as an 

ensemble method, which leads in better results. When 

compared to a single model, ensemble approaches 

typically gives more precise results. In several 

machine learning as well as deep learning 

competitions, the winning solutions incorporated 

ensemble techniques [63]. 

 

After carrying out the literature review, we examined 

whether deep learning algorithms performed or 

obtained better results and accuracy than ML 

algorithms. In deep learning approaches, LSTM with 

GloVe and Bi-GRU with GloVe embeddings as well 

as with FastText embeddings were the ones that 

outperformed. We also found that ensemble methods 

and approaches can even increase the performance of 

the models. There are still some drawbacks and more 

research to carry out in this area. The drawbacks 



© June 2023| IJIRT | Volume 10 Issue 1 | ISSN: 2349-6002 

IJIRT 160891        INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 1496 

which we found were: Inaccurate or poor-quality 

datasets, and biases affecting the accuracy of the 

model and only classifying the comments into binary 

classes instead of multilabel classes accurate.  

 

3. RESEARCH QUESTIONS 

 

After reviewing the existing work, we came up with 

some research questions which we have tried to 

answer through our research paper with the help of a 

literature survey and experimentation.  

 

RQ1: How can we build a model that can detect 

different types of toxicity like threats, obscenity, 

insults, and identity-based hate? (Experimentation) 

 

RQ2: Which combination of model and embeddings 

worked the best on the dataset, LSTM with GloVe, or 

Bi-GRU with GloVe embeddings and FastText 

Embeddings? (Experimentation)  

 

RQ3: What are the biases which would affect the 

accuracy of the toxicity detection model? (Literature 

review) 

 

RQ4: What are the methods that deal with the lack of 

proper training data or ‘biases’? (Literature review) 

 

4. METHODOLOGY 

 

In this paper we have implemented LSTM with GloVe 

embeddings and Bi-GRU with GloVe embeddings as 

well as Bi-GRU with FastText Embeddings.  

 

LSTM: LSTM is a type of neural network designed 

specifically for sequential data processing. It solves 

the problem of vanishing gradients in traditional 

RNNs by incorporating memory cells that can retain 

information over time and gates that control the flow 

of information. This allows LSTMs to effectively 

process long sequences of data and learn from them 

[2]. LSTMs are commonly used in NLP applications 

and time series forecasting, and can be trained with 

standard optimization algorithms. They can also be 

combined to create deep recurrent networks for more 

complex tasks [24].  

 

Bi-GRU: A Bi-GRU model uses two GRU layers that 

process the input sequence in opposite directions - one 

layer processes the sequence forwards, while the other 

processes it backwards. This allows the model to 

capture both the past and future context of the input 

sequence, which can be useful for NLP tasks where 

context is important [24]. In addition to the Bi-GRU 

layers, the model also uses GloVe embeddings. By 

using pre-trained GloVe embeddings, the model can 

leverage this semantic information to improve its 

performance on NLP tasks. To use GloVe 

embeddings in a Bi-GRU model, the embeddings are 

first loaded into memory as a dictionary where the 

keys are the words and the values are the 

corresponding embedding vectors [4]. 

 

GloVe: GloVe is a technique for representing words 

in NLP as dense vectors of real numbers, learned 

through an optimization process based on co-

occurrence matrices that measure the frequency of 

word pairs in a corpus [23]. The resulting vectors 

capture both semantic and syntactic information of 

words and have been shown to perform well in various 

NLP tasks, making GloVe a popular choice among 

researchers and practitioners due to its computational 

efficiency and ability to capture context and meaning 

[11]. 

 

FastText: FastText is an extension of Mikolov's 

embedding technique that utilizes the skip-gram 

model. In FastText, words are represented as a 

collection of character n-grams, and each n-gram is 

assigned a vector representation [16]. The word 

representation is then obtained by summing up these 

vector representations. This approach allows FastText 

to generate embeddings even for misspelled words, 

uncommon words, or words that were not part of the 

training corpus. Unlike Mikolov's embeddings, 

FastText employs character n-gram word 

tokenization, enabling it to handle such cases 

effectively [65]. 

 

LSTM (Long Short-Term Memory) with GloVe, Bi-

GRU with GloVe and B-GRU with FastText 

embeddings uses pre-trained word embeddings to 

improve the performance of a text classification or 

generation task. Bi-GRU with GloVe and FastText is 

computationally efficient compared to LSTM and can 

still capture the sequential information in the text [23]. 
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Ensemble methods can be used in LSTM and Bi-GRU 

models to improve their performance and increase 

their accuracy. We propose the following steps that 

can be followed: 

1. Training individual LSTM and Bi-GRU models 

with GloVe and FastText embeddings on the 

selected dataset. 

2. After training the individual models, we would 

evaluate their performance and select the two 

best-performing models. 

3. We will then combine the best-performing 

models using an averaging method which is an 

ensemble method. 

4. Finally, we use the ensemble model to make 

predictions on the validation dataset. 

 

4.1 Dataset 

The following dataset has been used: Jigsaw 

Comment Toxicity Challenge Dataset: The dataset 

contains Wikipedia comments that are annotated into 

six classes of toxicity type. It contains 159,571 

comments, classified into the 6 labels (obscene, 

identity hate, threats, toxic, insults, to severe toxic). 

The dataset was created to identify and classify toxic 

online comments into multiple labels instead of just 

binary classes [1]. 

 
Figure 1: Sample Data 

 

4.1.1 Data Fields 

● id: id of the comment 

● comment_text: the text of the comment 

● toxic: the value of 0 (non-toxic) or 1 (toxic)  

● severe_toxic: the value of 0 (non-severe_toxic) or 

1 (severe_toxic)  

● obscene: the value of 0 (non-obscene) or 1 

(obscene) 

● threat: value of 0 (non-threat) or 1 (threat)  

● insult: value of 0 (non-insult) or 1 (insult)  

● identity_hate: value of 0 (non-identity_hate) or 1 

(identity_hate) 

 

4.2 Exploratory Data Analysis 

We carried out the exploratory data analysis for the 

dataset to analyze the data visually.  

Training Data Comment Breakdown 

A total of 159571 comments are there in the dataset 

out of which 16225 or 10.17%, are classified as toxic. 

 

15294 toxic comments. (9.58% of all data.) 

- 1595 or 10.43% were also severe_toxic. 

- 7926 or 51.82% were also obscene. 

- 449 or 2.94% were also threat. 

- 7344 or 48.02% were also insult. 

- 1302 or 8.51% were also identity_hate. 

- 15294 or 100.00% were also any_label. 

 

1595 severe_toxic comments. (1.00% of all data.) 

- 1595 or 100.00% were also toxic. 

- 1517 or 95.11% were also obscene. 

- 112 or 7.02% were also threat. 

- 1371 or 85.96% were also insult. 

- 313 or 19.62% were also identity_hate. 

- 1595 or 100.00% were also any_label. 

 

8449 obscene comments. (5.29% of all data.) 

- 7926 or 93.81% were also toxic. 

- 1517 or 17.95% were also severe_toxic. 

- 301 or 3.56% were also threat. 

- 6155 or 72.85% were also insult. 

- 1032 or 12.21% were also identity_hate. 

- 8449 or 100.00% were also any_label. 

 

478 threat comments. (0.30% of all data.) 

- 449 or 93.93% were also toxic. 

- 112 or 23.43% were also severe_toxic. 

- 301 or 62.97% were also obscene. 

- 307 or 64.23% were also insult. 

- 98 or 20.50% were also identity_hate. 

- 478 or 100.00% were also any_label. 

 

7877 insult comments. (4.94% of all data.) 

- 7344 or 93.23% were also toxic. 

- 1371 or 17.41% were also severe_toxic. 

- 6155 or 78.14% were also obscene. 

- 307 or 3.90% were also threat. 

- 1160 or 14.73% were also identity_hate. 

- 7877 or 100.00% were also any_label. 

 

1405 identity_hate comments. (0.88% of all data.) 

- 1302 or 92.67% were also toxic. 

- 313 or 22.28% were also severe-toxic. 

- 1032 or 73.45% were also obscene. 

- 98 or 6.98% were also threat. 

- 1160 or 82.56% were also insult. 
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- 1405 or 100.00% were also any_label. 

 

16225 any_label comments. (10.17% of all data.) 

- 15294 or 94.26% were also toxic. 

- 1595 or 9.83% were also severe_toxic. 

- 8449 or 52.07% were also obscene. 

- 478 or 2.95% were also threat. 

- 7877 or 48.55% were also insult. 

- 1405 or 8.66% were also identity_hate. 

 
Figure 2: Heatmap showing correlation among 

variables 

 
Figure 3: Count of each type of toxic comment 

 

4.3 Pre-processing 

For pre-processing of the data, we first set the 

parameters. max_len=120 which is the maximum 

number of words for the tokenizer. The final 

Vocabulary size: is 20000 which refers to the total 

number of unique words or tokens in a corpus of text, 

number of tokens = vocabulary_size+1 and 

embedding dimension as 300. 

 

4.3.1 Cleaning of the dataset 

Removing stopwords, converting the comment to 

lowercase, changing the contracted words into 

possible non-contracted form, and removing the non-

English words. The function performs the following 

operations: 

● Replaces newline characters with an empty 

string. 

● It removes the punctuation and converts the text 

to lowercase. 

● Strips white spaces and returns the cleaned text. 

 

4.3.2 Tokenization 

Tokenization is a process of breaking down a large 

piece of text into smaller units called tokens. Tokens 

are usually words, but they can also be phrases, 

numbers, symbols, or any other meaningful unit of 

text. Tokenization is an essential step in many natural 

language processing (NLP) tasks, such as text 

classification, sentiment analysis, and information 

retrieval. By breaking down the text into tokens, we 

can easily analyze and manipulate the text to extract 

useful information [15]. When performing 

tokenization, each unique word or token is assigned a 

unique identifier or index, which is used to represent 

the word in a numerical form that can be processed by 

machine learning algorithms [13]. 

 
Figure 4: Tokenization of the comments 

4.3.3 Sequencing 

Sequencing refers to the process of splitting a long 

sequence of data into smaller, more manageable 

chunks that can be processed by the LSTM. In the case 

of natural language processing, sequences are usually 

split into individual words or tokens [16]. 

 

Max_len=120 which is the maximum length of each 

sentence including padding. 

 

4.3.4 Padding 

Padding is a technique used in Natural Language 

Processing (NLP) to ensure that all sequences in a 

dataset have the same length. When training a 

recurrent neural network like LSTM, it is important 

that all input sequences have the same length so that 

they can be batched together and processed efficiently 

[15]. 
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Padding involves adding extra tokens (usually zeros) 

to the end of shorter sequences to make them the same 

length as the longest sequence in the dataset. Once the 

sequences have been padded, they can be batched 

together and processed efficiently by the LSTM. 

When processing the padded sequences, the LSTM 

will ignore the zeros added for padding since they do 

not contain any meaningful information [16]. 

 

4.4 Embeddings 

We used a combination of two-word embedding 

techniques as input to the deep learning classification 

model. We chose a 300-dimensional vector to 

represent each word in the vocabulary. The 

initialization was done using two pre-trained word 

embeddings. The word embedding techniques used 

for this work are: 

1. GloVe [66] learns word embeddings by 

dimensionality reduction of the co-occurrence 

count matrix. Instead of learning raw co-

occurrence probabilities, it learns ratios of co-

occurrence probabilities to distinguish relevant 

words from irrelevant words.  

EMBEDDINGS_DIM=300 which is the 

dimensions for the GloVe embeddings is being 

used to train the model.  

 
Figure 5: Unzipping GloVe Embedding 

2. FastText Embeddings also called FT [65] is an 

algorithm created by Facebook that assumes 

every word to be n-grams of character. It helps to 

give vector representations for out-of-vocabulary 

words. For the current work, FastText 

embeddings5 is used for generating token vectors 

of dimension 300. 

 

 
Figure 6: Unzipping FastText Embedding 

 

4.5 Design Diagram 

In this section we have discussed the pseudocode to 

detect the toxicity of the comments along with the 

design diagrams of all the proposed models. 

 

4.5.1 LSTM with GloVe 

 
Figure 7: Design diagram of LSTM with GloVe 

4.5.2 Bi-GRU with GloVe Embeddings 

 
Figure 8: Design diagram of Bi-GRU with GloVe 

 

4.5.3 Bi-GRU with FastText Embeddings 

 
Figure 9: Design diagram of Bi-GRU with FastText 

Pseudo Code to detect the toxicity of a comment: 

if i is a comment:  

then: 

1. Import the libraries (numpy, pandas, 

Tensorflow, embeddings, LSTM, Bi-GRU) 

2. Load the dataset  

3. Data pre-processing 
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● Clean_Text (remove stopwords, lowercase) 

● Tokenizer.fit_on_text 

● Define vocabulary length len(word_index)) 

● Pad_sequences 

4. Load GloVe as well as FastText embeddings 

embedding_dict = {} 

with open("GloVe.6B.100d.txt", "r")and 

("crawl-300d-2M.vec", "r")  as f: 

for line in f: 

values = line.split() 

word = values[0] 

vector = np.asarray(values[1:], dtype="float32") 

embedding_dict[word] = vector 

 

5. Define and create embedding matrix 

embedding_matrix = 

np.zeros((vocabulary_size, 100)) 

for word, i in tokenizer.word_index.items(): 

embedding_vector = embedding_dict.get(word) 

if embedding_vector is not None: 

embedding_matrix[i] = embedding_vector 

 

6. Split dataset (90-10 ratio or 80-20 ratio) 

7. Define the model (this step is explained in detail 

in section 4.5) 

 

8. Compile the model  

model.compile(optimizer="adam", 

loss="binary_crossentropy", 

metrics=["accuracy";_________]) 

 

9. Fit the model 

history = model.fit(x_train, y_train, 

validation_data=(x_test, y_test), epochs=2) 

 

10. Visualize the results 

import matplotlib.pyplot as plt 

plt.show() 

 

11. Select the 2 best-performing models to apply the 

ensemble approach using the model averaging 

method. 

 

12. Finally test the model on the test dataset and 

classify the comments in the 6 classes mentioned 

providing the percentage of toxicity detected for 

the comment. 

 

4.6 Training and Testing 

In this section we have discussed the layers and 

hyperparameters used in each of the four models 

proposed.  

 

4.6.1 LSTM with GloVe 

Train and validation split for the LSTM with GloVe 

model was kept at an 80 to 20 ratio. 

 
Figure 10: LSTM model layers 

 

1. First, the input layer is created which specifies the 

shape of the input data, which in this case is 

(max_len,). The max_len parameter specifies the 

maximum length of the input sequence, which is 

a hyperparameter chosen based on the length of 

the longest comment in the dataset. 

2. Then embedding layer takes in the input sequence 

and outputs a dense vector representation for each 

word. It maps each word index to a dense vector 

of fixed size (embedding_dim). The weights for 

the embedding layer are initialized with the pre-

trained GloVe word embeddings 

(embedding_weights_GloVe), which capture the 

semantic relationships between words. This layer 

is made trainable to allow fine-tuning of the 

embeddings during training. 

3. The LSTM layer that is used to model the 

sequential data. It processes the input sequence 

one element at a time while maintaining an 

internal state, which allows it to capture long-

term dependencies in the data. The LSTM layer 

has 50 units and returns the output sequence of 

the same length as the input sequence. 

4. We then added the GlobalMaxPooling1D layer 

which takes the maximum value across the entire 

output sequence of the LSTM layer, which allows 

it to capture the most salient features of the 

sequence. 
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5. A Dense layer is added to the model, it is a fully 

connected layer that takes in the output of the 

previous layer and applies a linear transformation 

followed by a non-linear activation function. In 

this case, the first Dense layer has 50 units and 

uses the relu activation function. The relu 

function applies the element-wise rectified linear 

function, which is known for its ability to learn 

non-linear relationships in the data. 

6. The output Dense layer has 6 units and uses the 

sigmoid activation function, which is commonly 

used for multi-label classification problems. The 

sigmoid function applies the element-wise 

logistic function, which outputs a probability 

value between 0 and 1 for each label. 

7. Finally, the model is compiled with 

optimizer='adam', loss='binary_crossentropy', 

and metrics= ['AUC', 'accuracy']. The built model 

is returned and a summary is printed. 

 

4.6.2 Bi-directional GRU with GloVe 

Train and validation split for the LSTM with GloVe 

model was kept at a 90 to 10 ratio. 

 
Figure 11: Layers in GRU with GloVe model 

1. The input sequences are first passed through an 

embedding layer, which maps each word index to 

a dense vector representation based on pre-

trained GloVe embeddings. 

2. A SpatialDropout1D layer is added to prevent 

overfitting by randomly dropping out entire 1D 

feature maps. 

3. Two GRU layers are stacked on top of each other, 

one going forward and one going backwards (i.e., 

bidirectional GRU). Each GRU layer has 42 units 

and returns sequences (as opposed to just the final 

hidden state). 

4. A GlobalMaxPooling1D layer is used to 

aggregate the sequence outputs from the 

bidirectional GRU layers into a fixed-length 

vector. 

5. A Dense layer with sigmoid activation is added to 

produce binary outputs for each of 

the 6 categories. 

6. Finally, the model is compiled with the Adam 

optimizer, binary cross-entropy loss, and AUC 

metric. 

7. The function returns the compiled model, which 

is stored in the variable GRU_model_GloVe. A 

summary of the model architecture can be 

obtained by calling the summary() method on 

the model object. 

 
Figure 12: Bi-GRU with GloVe model architecture 

4.6.3 Bi-directional GRU with FastText 

 
Figure 13: Layers in Bi-GRU with FastText 

1. We have defined the GRU_model_fasttext 

function, which builds the model architecture 

using Keras layers. The input to the model is a 

sequence of integers representing the tokens in 

the text, with the sequence length set to max_len. 

The input is passed through an embedding layer 
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initialized with pre-trained FastText embeddings, 

with trainable=False to prevent the embeddings 

from being updated during training. The output of 

the embedding layer is passed through a 

SpatialDropout1D layer to reduce overfitting. 

2. The core of the model consists of a Bidirectional 

GRU layer with 64 units in each direction, 

followed by GlobalAveragePooling1D and 

GlobalMaxPooling1D layers. The outputs of 

these layers are concatenated and passed through 

a Dense layer with sigmoid activation, which 

outputs a probability score for each of the six 

categories. The model is compiled with the Adam 

optimizer, binary cross-entropy loss, and AUC 

metric. 

3. The model is then trained on a training set 

(x_train, y_train) for two epochs with a batch size 

of 32, and evaluated on a validation set (x_val, 

y_val). The performance of the model is 

evaluated using several metrics, including 

accuracy, F1-score, precision, recall, and a 

classification report. 

 
Figure 14: GRU with FastText model architecture 

 

4.6.4 Ensemble model 

 
Figure 15: Ensemble model architecture 

 

1. First, we initialized y_train_pred and y_test_pred 

numpy arrays of size (model_nums, size1, 6) and 

(model_nums, size2, 6) respectively, where 

model_nums is the number of models being 

ensembled, size1 and size2 are the number of 

examples in the training and test sets, and 6 

represents the number of output classes. 

2. Then, we used the two models to predict the 

output probabilities for each training and test 

example and saves the predictions in the 

corresponding y_train_pred and y_test_pred 

arrays. 

3. Next, we initialize y_pred numpy array of size 

(size2,6) where size2 is the number of examples 

in the test set and 6 is the number of output 

classes. 

4. Finally, for each output class i, we  initialize a 

LogisticRegression object lg and train it on the 

output probabilities of the i-th output class 

predicted by the two models in y_train_pred. It 

then uses the trained model to predict the 

probabilities of the i-th output class for the test set 

in y_test_pred and saves the predicted 

probabilities in the i-th column of y_pred. 

5. This code essentially performs a simple ensemble 

by averaging the output probabilities of two 

models and then training a logistic regression 

model on the averaged probabilities to make the 

final predictions. 
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5.   RESULTS 

 

In this section we have discussed the results we have 

achieved from all the proposed models.  

 

5.1 LSTM with GloVe Embeddings 

 
Figure 16: Training and Validation Accuracy and 

Loss 

 
Figure 17: Metrics of LSTM Model 

 
Figure 18: Classification report 

 
Figure 19: Training vs Validation Loss 

 
Figure 20: Training vs Validation Accuracy 

5.2 Bi-GRU with GloVe 

 
Figure 21: Training and Validation Accuracy and 

Loss 

 
Figure 22: Metrics for Bi-GRU with GloVe 

 
Figure 23: Classification report  

 
Figure 24: ROC curve 

 

5.3 Bi-GRU with FastText 

 
Figure 25: Training and Validation Accuracy and 

Loss 

 
Figure 26: Metrics for Bi-GRU with FastText 

 
Figure 27: Classification report 



© June 2023| IJIRT | Volume 10 Issue 1 | ISSN: 2349-6002 

IJIRT 160891        INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 1504 

 
Figure 28: ROC curve 

5.4 Ensemble Model 

 
Figure 29: Metrics for Ensemble method 

 
Figure 30: Predicted output from ensemble model 

 
Figure 31: ROC curve 

 

6. DISCUSSION 

 

After reviewing the existing work, we were able to 

build 4 models the LSTM with GloVe embeddings, 

the Bi-GRU with GloVe embeddings, Bi-GRU with 

FastText embeddings and an ensemble method 

combining both Bi-GRU with GloVe as well as Bi-

GRU with FastText embeddings as those were the two 

models which performed better from all the other 

models in terms of accuracy and other metrics. And 

therefore, can better detect different types of toxicity 

like threats, obscenity, insults, and identity-based hate 

(RQ1). 

Answering our second research questions (RQ2) 

which was to compare the proposed models using 

different types of embeddings we found that Bi-GRU 

performs marginally better than LSTM, thus we 

applied ensemble method of both the models which 

are Bi-GRU with GloVe and Bi-GRU with FastText. 

For the ensemble method, we achieved a predicted 

accuracy of 92.41%. For the test data comments we 

finally got the submission file consisting of the 

probabilities of the comments against the 6 classes of 

toxicity.  

Table I: Comparing all the proposed models 

Models Training 
Accurac

y 

Validatio
n 

Accuracy 

Predicte
d 

Accurac

y 

F-1 
Score 

Precision 
(TP/TP+

FP) 

Recall 
(TP/TP+

FN) 

LSTM 
with 

GloVe 

98.93% 97.46% 91.92% 77.08% 82.16% 67.13% 

Bi-GRU 

with 

GloVe 

98.74% 98.48% 92.33% 74.76% 84.22% 67.22% 

Bi-GRU 
with 

FastTex

t 

98.51% 98.75% 92.39% 76.83% 79.39% 74.43% 

Ensemb

le 
Model 

- - 92.41% 75.75% 82.88% 69.75% 

It was identified that due to its inherent subjectivity, 

identifying internet toxicity has always been difficult. 

The context, location, socio-political climate, and 

background of the authors and readers of the posts all 

play a significant role in determining whether the 

content can be classified as toxic [39]. There are 

various biases which may affect the accuracy of the 

toxicity detection of comments which we will be 

discussing answering our third research question 

(RQ3). 

 

Types of biases affecting the accuracy:  

● Data bias  

Data bias refers to the mistake that arises when 

components of a dataset are given too much weight 

or prominence. Such datasets are not an accurate 

representation of the use case of machine learning 
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models, leading to imbalanced results, systematic 

discrimination, and reduced precision. Having 

millions of data points is necessary. Inaccurate 

predictions are likely to result from poor or 

incomplete data, as well as biased data collection and 

analysis techniques since the quality of the outputs is 

influenced by the quality of the inputs.  

● Systemic bias  

Occurs when certain social groups are favored and 

others are devalued.[61] The reason behind it is 

institutional and stems from the underrepresentation 

of disabled people in studies. The biggest drawback 

of systemic bias is that it is surreptitiously hidden in 

the world and thus overlooked. 

● Selection bias 

Selection bias occurs when you have data that are not 

properly randomized. If your dataset is not properly 

randomized, it means the sample isn’t representative 

- it doesn’t truly reflect the analyzed population. 

Randomization is the process that balances out the 

effects of uncontrollable factors - variables in a data 

set that are not specifically measured and can 

compromise results.[59] 

● Reporting Biases 

A reporting bias is the inclusion of only a subset of 

results in an analysis, which typically only covers a 

small fraction of evidence.[58] Reporting bias can 

take many forms. An instance of reporting bias would 

involve analyzing the data primarily based on studies 

referenced in citations of other studies (citation bias), 

disregarding reports not written in the scientist's 

native language (language bias), or selectively 

choosing studies with positive findings over those 

with negative findings (publication bias).  

● Database bias 

The bias [60] in which the dataset used for training to 

develop a model may not accurately reflect the 

diversity of opinions, language, and context in real-

world use cases [33].  

● Gender bias  

Bias in which the toxicity detection models may be 

biased towards certain genders or language used by 

certain genders, leading to false positive or negative 

results [6].  

● Cultural bias  

Bias due to which the models may not accurately 

detect toxicity in different languages and cultures, 

leading to cultural insensitivity and false results [39].  

● Historical bias  

Bias in which toxicity detection models may be 

trained on historical data that is no longer reflective 

of current social norms and expectations, leading to 

outdated results [33]. 

● Algorithmic bias  

Bias due to which the algorithm used for toxicity 

detection may have biases based on the design 

choices and the mathematical model used, leading to 

biased results.  

● Annotator bias  

Bias in which human annotators used to label data for 

training the model may have their own biases and 

beliefs that affect their labelling decisions (toxic 

language detection) TLD tasks, leading to biased 

results [38].  

 

Lastly, in order to justify work on various bias control 

methods referring to the last research question (RQ4) 

the work done so far by existing research is 

mentioned. So far, many debiasing methods have been 

developed to mitigate biases in learned models, such 

as data re-balancing (Dixon et al., 2018), residual 

fitting (He et al., 2019; Clark et al., 2019), adversarial 

training [54] and data filtering approach. While most 

of these works are successful on other natural 

language processing (NLP) tasks, their performance 

on debasing this are unsatisfactory [55]. One potential 

explanation is that the evaluation of language toxicity 

is more subjective and intricate compared to other 

general natural language processing (NLP) tasks, 

which often have clearly defined unambiguous labels 

[54]. As current debiasing techniques reduce the 

biased behavior of models by correcting the training 

data or measuring the difficulty of modelling them, 

which prevents models from capturing spurious data 

and thus due to the absence of non-linguistic 

correlation between input texts and labels, the subtle 

nature of toxicity annotations can render these 

techniques inadequate for the task of toxic language 

detection (TDL). 

There are many methods proposed to mitigate the 

biases in NLP tasks other than TLD [55] train a robust 

classifier in an ensemble with a bias-only model to 

learn the more generalizable patterns in training 

dataset, which are difficult to be learned by the naive 

bias-only model.[56] 

To assess the normative biases of algorithmic content 

moderation systems, the authors of [6] offer some 

exploratory techniques. A case study using an existing 
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dataset of comments marked as offensive is used in 

the paper. The authors used comments labeled by 

various demographic subsets (men and women) to 

train classifiers in order to understand how variations 

in these groups' conceptions of offense may influence 

the effectiveness of the performing models on various 

test datasets. They wrapped up by talking about some 

of the moral decisions algorithmic moderation system 

developers must make considering the various levels 

of viewpoint variety that are wanted among discussion 

participants. 

Every year a considered number of novel slang words 

or phrases emerge or are uncovered from the internet, 

eventually making their way into the dictionary. 

These additions include abbreviations as well as 

trendier version of existing words. And to deal with 

such changes in the language and to detect toxicity of 

a text accurately the dataset needs to be updated 

regularly which is a time taking task. To train the 

model for accurate toxicity detection the dataset needs 

to be large enough as well as updated [13]. While 

detecting toxicity as discussed earlier various biases 

are also to be dealt with. 

There are various transfer learning methods like 

multi-task learning to deal with the issue of lack of 

training dataset and biases. Multi-task learning is used 

to train a model that provides output for multiple tasks 

based on a single input which is common to all the 

multiple tasks [49].  

To deal with the biases while detecting toxicity of the 

text the authors of [50] proposed an invariant 

rationalization (INVRAT) which is a framework 

consisting of rational generators and predictors which 

is used to rule out the relation of syntactic patterns to 

toxicity labels and achieved a lower false rate than 

already existing debiasing methods. Another 

proposed method is the empirical analysis of multi-

task learning for reducing the identity bias in detection 

of toxicity by the authors of [36]. They proposed the 

MTL method with an attention layer that together 

learns to predict the comment’s toxicity as well as the 

identities present in the comments in order to reduce 

the identity base bias. The proposed model in [36] 

outperformed all the other baseline models.  

The Jigsaw dataset by Kaggle contains a large number 

of comments from Wikipedia, and mitigating 

algorithmic and annotator bias in the dataset is crucial 

to ensure that machine learning models trained on the 

dataset do not perpetuate or amplify existing biases. 

Methods that can be effectively used to mitigate 

algorithmic and annotator bias in the Jigsaw dataset 

have been considered. After examining the existing 

research to mitigate bias, we were able to conclude 

that for our dataset, the following could be adopted in 

the future: 

 

• Data augmentation: One of the most effective 

ways to mitigate bias in the Jigsaw dataset is to 

augment it with additional data. This can involve 

adding more comments from diverse perspectives 

to ensure that the dataset reflects a wide range of 

viewpoints. This can help reduce algorithmic and 

annotator bias by ensuring that the dataset is more 

balanced. 

• Adversarial training: Adversarial training is a 

method used to improve the robustness of machine 

learning models by adding perturbations to the 

input data. This method can be used to mitigate 

algorithmic bias by creating adversarial examples 

that are designed to fool the model. By training the 

model to correctly classify these examples, it can 

be made more robust to bias in the input data. 

• Fairness constraints: Fairness constraints can be 

used to ensure that machine learning models 

trained on the Jigsaw dataset are fair and unbiased. 

These constraints can be added to the training 

process to enforce fairness criteria such as 

demographic parity, which requires that the 

model's predictions are consistent across different 

demographic groups. 

• Human-in-the-loop annotation: One of the major 

sources of bias in the Jigsaw dataset is annotator 

bias. Human-in-the-loop annotation can help 

mitigate this bias by involving humans in the 

annotation process. This can include using 

multiple annotators to label each comment and 

then using a consensus-based approach to 

determine the final label. Additionally, annotators 

can be trained on how to recognize and mitigate 

bias in their labelling. 

• Bias audit: Bias audit involves analyzing the 

dataset to identify and quantify any biases that 

may be present. This can be done by analyzing the 

distribution of comments and labels across 

different demographic groups. Once biases have 

been identified, they can be corrected by removing 
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biased comments or labels or by adding additional 

comments to the dataset to address any gaps. 

• Regularization: Regularization is a technique used 

to prevent overfitting by adding a penalty term to 

the loss function during training. Regularization 

can be used to mitigate bias in the Jigsaw dataset 

by adding a penalty term that encourages the 

model to make unbiased predictions. 

In conclusion, mitigating algorithmic and annotator 

bias in the Jigsaw dataset requires a combination of 

techniques, including data augmentation, adversarial 

training, fairness constraints, human-in-the-loop 

annotation, bias audit, and regularization. By using 

these methods, it is possible to ensure that machine 

learning models trained on the Jigsaw dataset are fair, 

unbiased, and able to generalize to diverse 

populations. 

7. CONCLUSION 

 

Social Media has two sides, one it acts as a powerful 

channel of communication and a global audience 

giving opportunity to even the most isolated groups to 

express opinions and grievances on the other side, 

minority opinions are oppressed and hate groups 

formed. Online experiences of users are mediated by 

algorithms designed to maximize their engagement, 

which promotes extreme content inadvertently. 

YouTube's autoplay feature, which causes the player 

to start playing a related video after one end, can be 

particularly harmful. According to a Wall Street 

Journal investigation, the algorithm directs users to 

videos that support conspiracies.  

With the increasing importance of online 

communication, toxicity detection in text is likely to 

remain an important area of research in the years to 

come. In this paper, we have presented a comparative 

study of deep learning approaches with NLP in the 

detection and classification of toxic comments into six 

labels. GloVe embeddings and FastText embeddings 

were used to train the LSTM and Bi-GRU models to 

get a better accuracy than the existing baseline 

models. An ensemble method combining Bi-GRU 

with GloVe and Bi-GRU with FastText using the 

averaging method was proposed which gave 

improved results than individual models. The paper 

also identifies several research gaps using the existing 

work such as the types of biases affecting the accuracy 

of the toxicity detection model and lack of proper 

training data for such tasks. Methods such as multi-

task learning (MTL), MTL with attention layer and 

invariant rationalization were studied. It was found 

that such methods can help deal with problems of lack 

of proper training data and inherent bias and noise in 

the data that the model will learn from each individual 

dataset. However, the scope of improvement of the 

model quality due to existing loopholes clearly stated 

in this section shall be compensated by our proposed 

future work. 

8. FUTURE WORK  

 

Toxicity detection is an area of research which is 

becoming highly essential and is likely to see 

continued advancements in technology. The 

implementation carried out in this paper so far 

proposed the models for toxic text detection. The 

dataset is imbalanced as there are more positive 

comments than the negative ones and thus a balanced 

dataset with each class having equal number of 

comments can be used to further test the models. We 

would also experiment with the discussed 

methodologies for RQ3 and RQ4 and try 

implementing them in near future to deal with 

inaccurate and inappropriate data to improve the 

performance of the toxicity detection models to 

improve the F1-score and provide accurate results. 
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