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Abstract- WWW includes billions of web pages and a large amount of information available within the pages. To recover the information required by the WWW, search engines perform various activities depending on their architecture. These can be complicated and slow process. Current estimates indicate that there are more than 150 million Web pages with a useful life of less than a year. In addition to these important challenges, web search engines must also manage users and inexperienced pages designed to manipulate search engine ranking features. Implementing techniques used by search engines to rank the output, test them and analyze their performance. Given a query, a search engine needs to rank documents by relevance so that links to most relevant and authoritative documents could be shown on top of the list. Search engine uses many algorithms to rank the Web Pages among which we are using PageRank algorithm. Page Rank is an algorithm used by Google Search engine to rank website pages in their search results. PageRank is the way of measuring the significance of website pages and it works by counting the number and quality of links to a page to determine a rough estimate of how important the website is. The classical Page Rank algorithm assigns rank to a website on the basis of other links connected to it, so that pages linked by many other gets high rank. The search engine uses a classification algorithm to sort the results that will be displayed. In this way, the user will first have the most important and useful result.
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I. INTRODUCTION

Every search engine uses its own algorithm to rank the WebPages and making sure that only relevant results are returned for the query entered by the user and the result for a specific query is then shown on the search engine result page. To rank the WebPages, in this paper we are considering one of the trademark algorithm called PageRank which is owned by Google. PageRank works by counting the number and quality of links to a page to settle on a rough estimate of how essential the website is. The fundamental assumption is that more important websites are liable to receive more links from other websites.

The PageRank algorithm outputs a probability sharing used to embody the probability that a person at random clicking on links will appear at any particular page. PageRank can be designed for collections of documents of any size. It is assumed in several research papers that the sharing is evenly divided among all documents in the collection at the start of the computational process. The PageRank calculations need several "iterations", through the compilation to adjust estimated PageRank values to more closely reflect the theoretical accurate value. By using this PageRank algorithm we can calculate the rank score for WebPages and whichever gets the highest rank it will shown on the top of the list in search engine result page.

II. SURFER MODEL CALCULATION

The probability of clicking the link in search engine result page is expressed as a numeric value between 0 and 1. A probability of 0.5 is commonly expressed as a "50% chance" of something happening. Therefore, a Page Rank of 0.5 means there is a 50% chance that a person clicking on a link at random will be directed to the document with the 0.5 Page Rank.

Let us assume a small universe of four web pages: A, B, C and D. Links from a page to itself be neglected. Page Rank is initialized to the same value for all pages. In the original form of Page Rank, the sum of Page Rank over all pages was the total number of pages on the web at that time; therefore each page in this instance would have an initial value of 1.
The Page Rank shared from a given page to the targets of its out-bound links upon the subsequently iteration is assigned equally among all outbound links.

\[ PR(A) = PR(B) + PR(C) + PR(D) \]

Where \( PR(A), PR(B), PR(C) \) and \( PR(D) \) are Page rank of node A, B, C and D respectively.

Assume that page B had a connect to pages C and A, page C had a connect to page A, and page D had links to all three pages. After the completion of this iteration, page A will have a Page Rank as defined by this equation

\[ PR(A) = \frac{PR(B)}{2} + \frac{PR(C)}{1} + \frac{PR(D)}{3} \]

In other words, the Page Rank conferred by an outbound link is equal to the document’s own Page Rank score divided by the number of outbound links \( L() \).

\[ PR(A) = \frac{PR(B)}{L(B)} + \frac{PR(C)}{L(C)} + \frac{PR(D)}{L(D)} \]

Damping Factor

The Page Rank hypothesis holds that an imaginary surfer who is arbitrarily tapping on connections will in the end quit clicking. The likelihood, at any progression, that the individual will proceed a damping factor \( d \).

\[ \text{PR} (A) = \frac{1 - d}{N} + d \sum_{j \in M(p_i)} \frac{\text{PR}(p_j)}{L(p_j)} \]

Where \( p_1, p_2, ..., p_N \) are the pages under consideration, \( M(p_i) \) is the set of pages that link to \( p_i \), \( L(p_j) \) is the number of outbound links on page \( p_j \), and \( N \) is the total number of pages.

The Page Rank esteems are the passages of the overwhelming right eigenvector of the changed nearness grid rescaled so every segment means one. This makes Page Rank an especially exquisite measurement: the eigenvector is

\[ R = \left[ \begin{array}{c} \text{PR}(p_1) \\ \text{PR}(p_2) \\ \vdots \\ \text{PR}(p_N) \end{array} \right] \]

Where \( R \) is the solution of the equation.

\[ R = \frac{1 - d/N}{1 - d/N} + d \left[ \begin{array}{ccc} l(p_1, p_1) & l(p_1, p_2) & \cdots & l(p_1, p_N) \\ l(p_2, p_1) & l(p_2, p_2) & \cdots & l(p_2, p_N) \\ \vdots & \vdots & \ddots & \vdots \\ l(p_N, p_1) & l(p_N, p_2) & \cdots & l(p_N, p_N) \end{array} \right] \]

Where the adjacency function \( l(p_i, p_j) \) is the ratio between number of links outbound from page \( j \) to page \( i \) to the total number of outbound links of page \( j \). And link is 0 if page \( p_j \) does not link to \( p_i \), and normalized such that, for each \( j \)

\[ \sum_{i=1}^{N} l(p_i, p_j) = 1 \]
Ie. the components of every segment aggregate up to 1, so the framework is a stochastic lattice (for more subtleties see the calculation area underneath). Along these lines this is a variation of the eigenvector centrality measure utilized regularly in system examination. Google's organizers, in their unique paper, revealed that the Page Rank calculation for a system comprising of 322 million connections (in-edges and out-edges) unites to inside a middle of as far as possible in 52 cycles. The assembly in a system of a large portion of the above size took roughly 45 cycles. Through this information, they closed the calculation can be scaled great and that the scaling factor for very huge systems would be generally direct in log n, where n is the size of the system.

III. LITERATURE SURVEY

A. Shaojie qiaot – SimRank method
SimRank is general similarity measure, based on a simple and intuitive graph-theoretic model. SimRank is valid in any sphere with object to object relationships. This similarity measure computes similarity between pages and uses it to several web social networks. They proposed a weighted PageRank algorithm namely SimRank, which considers the relevance of a page to the given query which can improve accuracy of scoring. The advantage of using this technique is, it works in an offline fashion so the scores of pages depend on previously given pages and by using this technique it also disadvantage that, it cannot identify whether the hyperlinks of distinct pages are content correlated or not.

B. Dr. Daya gupta--User preference based rank
User preference based page ranking regulates search quality and makes user search navigation experience in the result of search engine. It uses agents to determine pages context relevancy and consider user behavior while ranking the WebPages. This method is proposed with employs web structure, web usage and web context mining techniques to order the WebPages with the help of agents and specialized crawler and to determine the relevancy of page according to given query. The advantage of using this method is, it avoids similarity of ranking and is more dynamic in nature thereby providing users an effective method to measure the page quality and also it is more target oriented because it considers users usage trends. But the disadvantage by using this method is it has draft and requires specialized crawler.

C. Rekha singhal – weight In link PageRank
This technique dividing the weight of an in-linked WebPages distributes it to all the out-linked pages on the basis of their popularity. Weight in-link uses weights of an in-linked WebPages to calculate a new score of every individual WebPages called weight in-link score. Here in-link means the links are pointing to your website from other websites also called backlinks and outlink means the links that are pointing outwards the considered webpage. Weightage of in-linked WebPages are used to compute the rank the WebPages. This technique concentrates on structure mining of web based on the weightage of in-linked WebPages. The main objective of this proposed idea is to provide more rank to related WebPages according to their popularity in the positions of the search results. The advantage of using this method is, it provides higher relevancy in web search results compared to search results generated by original standard PageRank algorithm. Importance of page is decided by considering weights of inlinks and outlinks. But the main disadvantage using this technique is, it ranks the web pages only on basis of popularity.

D. Fayyaz Ali-- Ratio-based weighted page rank
Fayyaz Ali and Irfan Ullah introduce a Ratio-based weighted page rank algorithm they extends the original page rank algorithm, however it neither divide the importance score of a page evenly among its outgoing links nor consider the edges coming in and leaving out of a receiving node. Rather they use the ratio based approach to divide the PageRank of a node among its referenced nodes so that every nodes receive its own share from the referee node according to its weightages. This will make sure that an important page will get rightful share from the total PageRank of the referee node. The Advantage is Quality of the pages returned by this is high as compared to page rank algorithm. It is more efficient than PageRank because rank value of a page is divided among its outlink pages according to important of the page and limitation existing in the
IV. RESULTS AND DISCUSSIONS

Table 1: comparison based on characteristics

<table>
<thead>
<tr>
<th>Proposed method</th>
<th>Feature</th>
<th>Description</th>
<th>Input parameters</th>
<th>Mining techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>WIL PR (Weighted InLink page rank)</td>
<td>This gives higher relevancy in web search results than original standard page rank</td>
<td>Irrespective of dividing the weight of an in-linked webpage, this method distributes it to all the out linked pages on the basis of their popularity and finally a new score of every individual webpage is calculated and web pages are ranked accordingly.</td>
<td>In-link, Out-link</td>
<td>Web structure mining</td>
</tr>
<tr>
<td>User preference based page ranking</td>
<td>User preference based Page Rank algorithm regulates search quality &amp; makes user search navigation experience in the results of a Search Engine.</td>
<td>It uses agents to determine pages context relevancy and considers user behavior while ranking web pages.</td>
<td>In-link, Out-link, agent and user visit counts.</td>
<td>Web structure, content and usage mining.</td>
</tr>
<tr>
<td>Ratio based Weighted Page Rank</td>
<td>It calculates ranking of web pages in terms of convergence. Convergence is the number of steps taken to get the ranks stabilized, so the change in the coming iterations is minimal</td>
<td>Ratio Rank approach divides the page rank of a node among its referenced nodes so that every node receives its own share from the referrer node according to its weightage.</td>
<td>Backlinks and forward links.</td>
<td>Web structure mining</td>
</tr>
<tr>
<td>SimRank</td>
<td>Traditional page rank algorithm is improved by assigning a probability of browsing a page to be initial page rank value of each paper</td>
<td>It is based on similarity measure named to score web pages. This measure computes the similarity between pages &amp; uses it to partition a web database into several web social networks.</td>
<td>Backlinks</td>
<td>Web structure mining</td>
</tr>
</tbody>
</table>

There are many algorithms to rank the webpages in search engine result page so in our paper we are considering Google’s PageRank algorithm to rank the websites. Page Ranking is the position that your websites is listed in Google when a user searches that phrase or keyword. The dataset is taken consisting of nodes and edges. By taking the damping factor, we get a page rank of the nodes. A grade of 1, means to you are on the top. But you are number 11, that means you are on page 2 of Google as most search outcome have 10 listings for every page. Ranking is set in the highest order.

V. CONCLUSION

Page Rank Algorithm is the most popular algorithm used as the basis for the very popular Google search engine. Links are the way for users to get relevant information on the internet. They are also the ranking factor for every page. So, to rank the Websites Google’s search engine is a powerful tool. It uses a trademarked algorithm called PageRank, which considers not only the backlines of the webpage but link quality as well, and then by calculating PageRank, it assigns each webpage a relevancy score or value. PageRank is used mainly for Internet use like, Twitter and web crawler etc. So ultimately it used to determine the rough estimation of how important a website is.
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