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Abstract- Software-as-a-service (SaaS) makes use of a cloud computing infrastructure to deliver their applications to many users regardless of their location. Because of this sharing nature SaaS clouds are vulnerable and provide more opportunities for attackers to exploit the system vulnerability and perform strategic attacks. In this paper, we present IntTest, an effective service integrity attestation framework for SaaS clouds. IntTest provides an integrated graph attestation analysis method that can pinpoint malicious service providers than existing methods. Also IntTest will automatically correct the corrupted result that are produced by the malicious service providers and replace it with good results produced by benign service providers. Our experimental results show that our scheme is effective and can achieve higher accuracy in pinpointing the attackers than the existing approaches.

Index Terms- Distributed service integrity attestation, cloud computing, secure distributed data processing

I. INTRODUCTION

In recent days the cloud computing technology is popular because it is an attracting technology in the field of computer science. Cloud computing is internet base computing that usually referred the shared configurable resources is provided with computers and other devices as services. Cloud computing delegate services with a customer’s data, software and computation over a network. The customer of the cloud can get the services through the network. In other words, users are using or buying computing services from others. Cloud can provide Anything as a Service (AaaS). Many service model are provided by the cloud they are IaaS, SaaS and PaaS. Infrastructure as a service (IaaS) offer computers physical or virtual machines and other resources. Infrastructure as a service (IaaS) clouds often offer additional resources such as a virtual-machine disk image library, raw block storage, and file or object storage, firewalls, load balancers, IP addresses, virtual local area networks (VLANs), and software bundles. Infrastructure as a service (IaaS) cloud providers supply these resources on demand from their large pools installed in data centers. In the Platform as a service (PaaS) models, cloud providers deliver a computing platform, typically including operating system, programming language execution environment, database, and web server. Application developers can develop, run their software solutions on a cloud platform without the cost complexity of buying and managing the underlying hardware, software layers. With some Platform as a service (PaaS) offers like Microsoft Azure and Google App Engine, the underlying computer and storage resources scale automatically to match application demand so that the cloud user does not have to allocate resources manually.

In large-scale multitenant cloud systems, large number of malicious attackers may launch colluding attacks on the targeted service functions to make them malicious. To address this challenge, IntTest takes a holistic approach by systematically examining both consistency and inconsistency relationships among different service providers within the entire cloud system. IntTest checks both per-function consistency and the global inconsistency graphs. An advantage of using this IntTest is it cannot only pinpointing the malicious attackers more efficiently but also it can suppress aggressive attackers and also limit the scope of damage that are caused by the attacks.
The experimental result shows that IntTest can achieve more accuracy in pinpointing malicious attackers than any other existing schemes. Also this IntTest is more scalable and it will reduce overhead produced by the attestation more than the other voting schemes. This paper implements

- Efficient and distributed service integrity attestation framework for large scale cloud computing infrastructures.
- An integrated service integrity attestation scheme that can achieve higher pinpointing accuracy than existing techniques.
- A result auto correction technique is used that will automatically correct the corrupted results produced by malicious attackers and replace it with good results.

Fig. 1 shows the integrity attacks in software as a service clouds. Majority of software as a service cloud solutions are based on a multitenant architecture.

![Software as a Service](image)

**Fig. 1: Software-as-a Service**

Our work focuses on service integrity attacks that cause the user to receive untruthful data processing results, illustrated by Fig. 2.

![Service integrity attack](image)

**Fig. 2. Service integrity attack in cloud-based data processing. S_i denotes different service component and V M denotes virtual machines.**

II. RELATED WORKS

In recent years many integrity attestation schemes have been developed for software as a service clouds. For example the BIND technique, AdapTest technique, RunTest technique etc. but all of these are having some problems some of them needs secure kernel support and special trusted hardware components. In BIND (Binding Information and Data) technique is a verification method of integrity services that are provided by the software as a service cloud system. It was a fine grained attestation framework and can provide the verification through a secure kernel or by a third party. This technique uses the following steps:

1) attestation annotation mechanism
2) sandbox mechanism
3) verification of authenticator through hash.

BIND method uses the DiffieHellman key exchange for the purpose of integrity attestation. Another existing technique is TEAS (Timed Executable Agent System) this is used for protecting the integrity of cloud computing platforms. An agent generation And the verification algorithm is used in this TEAS method.

Another one existing technique is the run test, it is a scalable runtime integrity attestation framework. It provides a light weight application level attestation method to assure the integrity of dataflow processing in cloud. This will will identify the untruthful dataflow processing and will pinpoint malicious data processing service provider and atlast it will detect the attackers behaviour. This RunTest will provide the benign service providers and will determine the malicious behaviour of the attackers. But the disadvantage is its low performance. The AdapTest is another one existing technique, it provides a novel adaptive data driven runtime service integrity attestation framework. This method will significantly reduce the overhead of attestation and will shorten the delay. It treats all components as black boxes and it does not need any special hardware or software requirements. In this AdapTest it will reduce the attestation overhead and the detection of malicious attackers or service providers will be high when compared to other techniques.

All the above methods that are used in the existing papers are having some disadvantages. And to overcome that disadvantages this IntTest is using. And by using this IntTest it will provides more
integrity and it will provide more accuracy in pinpointing the malicious attackers and service providers. Also it will provide a result auto correction method and will correct the bad results and replace it with good results and also in this it does not require any special hardwares and secure kernel support.

III. PROPOSED PRIVACY PRESERVING AUTHENTICATED ACCESS CONTROL SCHEME

In this paper, we will provide a broad overview of the different techniques for verifying the service integrity. We will provide a broad view of the major algorithms available for each method, and the variations on the different techniques.

Fig.3 shows the over all architecture of the proposed system. In this the user give request to cloud the service will be deployed in the cloud the cloud will forward the user request to the SaaS and the response will be send to the cloud by the SaaS. And then the IntTest process will be done. After that the result auto correction will be done. After that the result will be send to the user by the cloud. The architecture shows this IntTest module in detail.

Fig.3: Over all architecture of the proposed method

A. Modules

In this section we present the main modules in the proposed system. Mainly it consists of four modules that are described below.

Baseline Attestation Scheme

IntTest is used to detect the service integrity attack and to pinpoint malicious service providers. For that first we are deriving the consistency and inconsistency relationship between service providers. Consider the fig. 4 it shows the consistency check method. In that p1, p2 and p3 are the service providers. All of them offers the same function f. The portal sends the original data d1 to the service providers p1 and gets the processing result f(d1). Then the portal sends the duplicate of d1 to p3 and gets the result f(d1’). And if both of them are same means it is consistent and if not means they are inconsistent.that is if two service providers disagree with each other, when processing the same input then any one of them will be malicious. Thus the malicious attackers cannot escape from detecting when they are providing bad results with good results.

Fig.4: Replay-based consistency check.

Integrated Attestation Scheme

Here we present an integrated attestation graph analysis algorithm.

Step 1: Consistency analysis: In the first step it will examine the per-function consistency graph and will pinpoint suspicious service providers. The consistency links in the consistency graph will provide a set of service providers. providers will form a clique in terms of consistency links. For example, in Fig. 5a, p1, p3 and p4 are benign service providers and they always form a consistency clique. It will keep consistent with each other on a specific service function. The benign service providers will always keep consistent with each other and will form a clique in terms of consistency links. The colluding attackers can try to escape from being detected. Then next we must examine the perfunction in consistency graph too.

Step 2: Inconsistency analysis: This inconsistency graph will contain only the inconsistency links, this may exist in different possible combinations of the benign node and the malicious node set. For example, in Fig. 5b, p2 and p5 form the minimum vertex cover.
First we assume that the total number of malicious service providers in the cloud system is not more than the benign service providers, then we can pinpoint a set of malicious service providers. If two service providers are connected by an inconsistency link, we can say that any one of them is malicious.

In a shared cloud infrastructure, malicious attacker can pretend to be legitimate service provider to provide fake service instance or compromise vulnerable benign service instance by exploiting their security roles. It consist of different form of malicious which are described below.

1) Malicious Intermediary
A malicious intermediary may arbitrarily alter and inject protocol data. To prevent such attacks, we can employ cryptographic construction such as message authentication codes or digital signatures.

2) The Data Misuse Attack
It uses authenticated protocol data in a malicious way. For instance, a malicious intermediary can perform a data suppression attack by effusing to forward any data. Then the attacker can perform the replay attack by replaying data that have been authenticated but are outdated.

3) Malicious process and the Data Falsification Attack
In a highly adversarial environment, an attacker may corrupt one or more process in the system. A malicious process is capable of injection bogus data into distributed system. We refer to this attack as the data falsification attack.

4) Non-collision Always Misbehave (NCAM)
Malicious component always act independently and always give incorrect results. It correspond to $b_i = 1$ and $c_i = 0$.

5) Non-collision Probabilistically (NCPM)
Misbehave (NCPM) Malicious components always act independently and give incorrect results probabilistically with probability less than 1. Different malicious components may have different misbehaving probability $b_i$. It corresponds to $0 < b_i < 1$ and $c_i = 0$.

6) Full time Full Collusion (FTFC)
Malicious component always collude and always give the same incorrect results, corresponding to $b_i = 1$ and $c_i = 1$.

7) Partial Time Full Collusion (PTFC)
Malicious components always collude and give the same incorrect results on selected tuples, corresponding to $0 < b_i < 1$ and $c_i = 1$.

8) Partial Time Partial Collusion
Malicious component sometimes collude and sometimes act independently. It corresponds to $0 < b_i < 1$ and $0 < c_i < 1$.

IV. SIMULATION RESULTS
V. CONCLUSION

In this paper we introduced a novel integrated service integrity attestation graph analysis scheme for multitenant software-as-a-service cloud system. IntTest uses a reply based consistency check to verify the service providers. IntTest will analyses both the consistency and inconsistency graphs to find the malicious attackers efficiently than any other existing techniques. And also it will provide a result auto correction to improve the result quality.
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