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Abstract - In today’s fast-growing world of internet, we 

see a good number of educational institutions and 

professors helping the student community by uploading 

video lectures online.  These video lectures, although 

extremely effective in teaching students topics from 

scratch, are not very helpful when it comes to quick 

revisions.  In our attempt to video summarization, we 

look at summarizing the videos to help students revise 

these lectures quickly.   We also attempt to build an in-

video search, to help students in topic-wise preparation.  

The search will help students pick out parts of video 

lectures specific to the topic of focus, saving them the 

extra manual effort of going through the lectures in 

search of their topic of interest. 

 

Index Terms - Video lectures, Quick revision, Video 

Summarization, Topic-wise preparation, Lecture 

transcripts. 

I.INTRODUCTION 

 

In our attempt of video summarization, in an input 

video, to capture the important information of the 

input video we need to select a subset of the video 

frames or shots to generate a summary of that video. 

The tool to assist video search, retrieval, browsing, 

etc., video summarization is a useful tool in the fast & 

growing world and the large amount of video lectures 

available online. 

Video summarization model consists of automatically 

generating video frame summaries, which are of two 

types- static summaries or dynamic summaries. Static 

summaries are series of key frames, while dynamic 

summaries are series of shots.  

There are extensive availability and use of the digital 

video because of recent multimedia technology. These 

large collections of videos are used by various 

technical applications, due to which technology needs 

the tools that can index efficiently, search or browse 

and retrieve the relevant data. Video shot boundary 

detection is the initial step for automatic annotation of 

the digital video sequences. It divides the video stream 

into shots, which are a set of meaningful and 

manageable frames or segments, which are the basic 

elements for indexing. A shot is an uninterrupted and 

continuous segment in a video sequence that defines 

the building blocks of video content. It is comprised of 

a number of consecutive frames filmed with a single 

camera with variable durations. 

Videos can be represented by a hierarchical structure 

consisting of several levels (frame, shot, and scene). 

Among the various structural levels, shot level 

organization has been considered appropriate for 

browsing and content-based retrieval.  

 

The methodology of shot detection works on two 

principles.[11] 

1. Scoring:  The similarity/dissimilarity between the 

two video frames is represented by the respective 

pair of consecutive frames of a video. 

2. Decision:  All scores are calculated and evaluated 

then if a shot is detected if the score is considered 

high.  

As a solution to our problem of lecture summarization, 

we use the combination of Video Processing, Speech 

Processing, Image Processing and Machine Learning. 

During the lecture, professors generally design their 

slides in such a way, that each point in the slide  and 

appears  one  by  one  as  they  speak.   From each split 

video, we extract the last image frame of that particular 

shot. Then we will extract audios from each video 

split.  It is important to convert the audio to text, so 

that we can extract the important keywords spoken for 

each of the sub-topics.  The slides for the lecture will 

be an ordered sequence of images extracted from each 

of the video splits along with the key phrases extracted 

from the text corresponding to the audio of each of the 

video splits. 

II. MOTIVATION 

 

Students cannot use video lectures for quick revisions.  

Summarizing these lectures in the form of a slideshow, 
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comprising of text and images will help students in the 

quick revisions. 

We often see that professors tend to cover multiple 

sub-topics in a single video lecture. Consider a 

student, who wants to focus only on a specific sub-

topic for preparation. If we can find all the video clips 

corresponding to that particular sub-topic and offer it 

to the student, nothing like it.  

 
Fig 1. The problems and how to solve them 

 

III. METHODOLOGY 

 

Let us now discuss, overview of the theory related to 

the approach towards building a basic version of the 

intended features for video summarization. 

a. Shot Detection: This method is all about looking 

for the positions in a video where one position is 

replaced by other with a discrete visual content. 

Shot transition detection splits up a film into basic 

temporary units which are called as shots. 

b. Speech Recognition: It is the method where 

spoken language is converted to text by 

computers. This system requires training, where a 

speaker reads text or vocabulary in the system. 

The speakers voice is analyzed by system and the 

persons speech is recognized. 

c. Ontology: It is process of naming and defining of 

the types, properties and inter relationship 

between the entities. It establishes relationships 

between the variables in the system.  A good way 

to represents an ontology is a Graph, which we 

will be using for our use-case.  

 

IV. APPROACH 

 

We aim to give an overview of the approach towards 

building the intended features for video 

summarization, search.  

1. Splitting the Video: We wish to split the video in a 

manner so as to separate the sub-topics taught in the 

Lecture. If we can capture the moment in the video 

where the professor moves on to the next slide, we can 

say that the professor has moved to the next sub-topic. 

It is this change in slide that we wish to detect. Hence, 

we split the video wherever a shot transition takes 

place. 

An additional benefit of detecting shots is that we will 

also be finding out when the camera focus changes 

from the professor (and the teaching board) to the 

slides. This helps us capture content written on the 

black board as well. For detecting shot transitions in 

the video, we use the OpenCV library. 

 
Fig 2. The First step - Splitting the video using shot 

detection 

 

2. Extracting the Images: During the lecture, 

professors generally design their slides in such a way, 

that each point in the slide appears one by one as they 

speak. We are not really interested in these 

intermediate, incomplete slides. From each split video, 

we extract the last image frame of that particular shot. 

We can safely say that the last frame will not contain 

any of the intermediate incomplete slides, but only the 

complete one. 

For extracting the last frame in the video, we count the 

total number of frames in the video, loop over all the 

frames until we reach the required frame using 

OpenCV. 

 
Fig 3. The Second step - Extracting the last frame of 

each shot 
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3. Extracting the Audio: We now extract audios from 

each video split. This is necessary to find out what the 

teacher is saying during the video lecture. 

For separating audio from the video, we make use of 

online tools. 

 
Fig 4. The Third step - Extracting the audio from 

each video split 

 

4.  Speech to Text: It is important to convert the audio 

to text, so that we can extract the important keywords 

Spoken for each of the sub-topics. 

We use the Google Speech API for the speech to text 

conversion. 

 
Fig 5. The Fourth step - Perform Speech Recognition 

on each audio split 

 

5. Text to Key phrases: To extract the key phrases of 

each sub-topic, we need to do so for each text split 

Individually. For that, we follow these steps: 

1. Convert JSON output to raw text. 

2. Remove special characters, punctuations etc. 

3. Remove stop words. 

4. Generate all possible 1-Grams and 2-Grams,  

5. And record the frequency of each of them. 

 
Fig 6. The Fifth step - Extracting keyphrases from 

each text split 

 

6. Slideshow Summary: The slides for the lecture will 

be an ordered sequence of images extracted from each 

of the videos splits along with the key phrases 

extracted from the text corresponding to the audio 

of each of the video splits. 

 
Fig 7. Approach - Slideshow summary obtained by 

combining image and text splits 

 

7.  Video Clip Search: For the search, we expect the 

user to enter a key phrase. Based on the key phrase 

entered, we search our repository of computed key 

phrases for each of the video splits. We match the key 

phrases and then return the search results, results 

solely corresponding to the user’s topic of interest. On 

clicking on any one of the results, the particular video 

split will start playing. If the user feels that he needs to 

study the same topic from another lecture, he can 

simply click on the other search results to do so. 

The relevance of the results and the order in which to 

show them is very important. For this purpose, we 

construct an ontology tree of all computer science 

topics. If the keyphrase entered is not any one of the 

nodes of the tree, we do a trivial search on the 
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keyphrases of all the video splits. However, if it is one 

of the topics in computer science (and hence is one of 

the nodes of our ontology tree), we do a specialized 

search. Informally, we first return the results 

corresponding to the node itself, followed by the 

results corresponding to its children, followed by the 

results corresponding to its immediate siblings, and 

finally followed by results corresponding to its parent. 

In each of these four phases, for each node, we 

calculate the frequency of its occurrence in the video 

split and sort the results based on the frequency. 

 

We now depict our algorithm more formally:  

Let Node K denote the node corresponding to the 

user’s search query.  

a. Search for K in the entire keyphrase splits 

repository. For each match found, we compute the 

frequency of K in each split, sort them by 

descending order of frequency and return the first 

set of results.  

Fig 8. Search results corresponding to search 

query K 

 

b. Let C be a child of K. For every such C, we search 

for C in the entire keyphrase splits repository. For 

each match found, we compute the frequency of 

C in each split, sort them by descending order of 

frequency and return the second set of results. 

[Ref Fig 9] 

c. Let S be a sibling of K. For every such S, we 

search for S in the entire keyphrase splits 

repository. For each match found, we compute the 

frequency of S in each split, sort them by 

descending order of frequency and return the third 

set of results. 

[Ref Fig 10] 

Fig 9. Search results corresponding to children C 

of search query K 

Fig 10. Search results corresponding to siblings S 

of search query K 

 

d. Let P be the parent of K, We search for P in the 

entire keyphrase splits repository. For each match 

found, we compute the frequency of P in each 

split, sort them by descending order of frequency 

and return the fourth set of results. 

Fig 11. Search results corresponding to parent P 

of search query K 

 

V. RESULTS 

 



© May 2021| IJIRT | Volume 7 Issue 12 | ISSN: 2349-6002 

IJIRT 151416 INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN TECHNOLOGY 577 

 

To calculate the accuracy of implementation we need 

to calculate shot detection and speech recognition 

accuracy. 

We calculate the quality of the summarization results 

by assigning one of the following two labels to each 

obtained image slide: 

1. Correct Hit: This is a valid slide. 

2. False Hit: This is an invalid slide that is, slide need 

not be a part of the slideshow. 

We also manually calculate the number of “Missed 

Hits” - slides which should have been a part of the 

slideshow but did not make it in by our method. 

 

Shot Detection Accuracy: As discussed in the theory, 

we obtain the following values for C, M and F from 

the test video lecture using content-aware detection. 

  
Fig 12. Computing all the values C, M, and followed 

by precision and recall to finally determine the 

accuracy of our method. 

Using the above table, we can plot a graph to show 

Shot Detection Accuracy graphically which is found 

to be 85% in average. 

 
Fig 13. Variation of shot detection accuracy with 

different values of threshold 

Speech Recognition Accuracy: The error rate for 

Google Speech API is 4.9%. Hence, we can say that 

the accuracy of our speech to text conversion is 95.1%. 

Overall Accuracy: Since we run the components 

sequentially one after the other, we multiply the 

accuracy of Shot Detection and Speech Recognition to 

estimate the accuracy of our summary and search. 

Overall Accuracy = Shot Detection Accuracy * 

Speech Recognition Accuracy. 

 
Fig 14. Computing overall accuracy and comparing 

shot detection accuracy with overall accuracy 

Using the above table, we can plot a graph to show 

Overall Accuracy graphically which is found to be 

87% in average. 

 
Fig 15. Variation of overall accuracy with different 

values of threshold and comparison with the shot 

detection accuracy 

 

VI. IMPLEMENTATION 

 

Following are some snapshots of the demo website 

displaying the deliverables of a summarized video. 

 
Fig 16. A captured slide may contain the contents of 

the lecturer’s slides. One can also see that the 

important points are perfectly in sync with the 

corresponding captured slide with summary. 
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Fig 17. The video clip which opened after clicking on 

one of the search results from Fig 7 

 
Fig 18. Full Lecture Video Clip 

 
Fig 19. Searching for a topic displays the related slides 

and important points. 

 
Fig 20. Video transcript generated from video lecture 

 

VII. CONCLUSION 

 

The Video Summarization is a laborious task which 

was automated with the help of Machine Learning.  

We studied shot detection approach which is suitable 

model for shot detection. The objectives to study 

summarization approach is fulfilled and the results are 

satisfactory. 

The obtained accuracy is 87% using a content-aware 

detection. It was tested on various cases, and the result 

obtained was adequate and acceptable. 

Looking at the tables and the graphs, we can say that 

the optimal threshold value using content-aware 

detection for our use-case lies close to 30.   

For values above 30, the accuracy decreases steeply.  

For values less than 30, the accuracy decreases 

gradually. 

We can conclude that the accuracy of the individual 

components of our design is good, however, with a 

huge scope for improvement. 

Moreover, since we execute these components one 

after the other sequentially, the overall accuracy falls 

down, as the errors of each component get carry 

forwarded and affect the further components. 

 

VIII. FUTURE WORK 

 

To address the issues discussed in the conclusion, we 

aim to increase the overall accuracy of the 

summarization and search by: 

1. Increasing the accuracy of each component. 

2. Developing ways to filter and cover up for the 

errors getting carry forwarded from the previous 

components. 
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